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B2 Y ATt 2038

Ql (4 #)
BR-EPFTRFL 2oL EFaLeT > P A EEF RSB F-F ¢
FA - N AFL s BEw EF TR

T 5 % &9
1 0.10 50,000
2 0.03 100,000
3 0.02 150,000
4 0.07 125,000

(1)33+ & # L3237 4 (Average Annual Loss) © (1 4 )
(2)3F #5032 424% 4% & (Occurrence Exceedance Probability ,OEP)2. T & ° (1 4 )
(3385 - A o & 2 A48 5 (OEP) - (2 »)

FiEE ]
& T iagra
(AAL)=0. 150, 000+0. 03*100, 000+0. 02%150, 000+0. 07*125, 000=19, 750
(2)The OEP is the probability that at least one loss exceeds the
specified loss amount.
(3) & 34F 4 445 OEP 4v ™ £ #7571

[
1

v \\\?{r

(

¥ B L &3 OEP
3 0.02 150, 000 0
4 0.07 125, 000 0.02
2 0.03 100, 000 0. 0886
| 0.10 50, 000 0.1159
None 0 0.2043
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Q2 (6 )
- Rl G R S 9 * T 5] Exposure Curve 3 4p B IR TR
(1-b%)
G(x) = a=b
Maximum Possible Loss $5,000,000
Insured Value $5,000,000
Gross Premium $6,000
Expected Loss Ratio 609%
Retention of non-proportional reinsurance treaty $150,000
Expected Ceded Risk Premium $2,750

(1) %= 24 (Total loss)# 5 % 0.03 > 3+ bt oot @ 2 eich 5 w2(2 4)
(2) R ALt E et 2t Bl R A 2 R limit) 2 w204 A)

[+Fj2%]
Gr(1 —~In(b)b, , —In(b)b°
W) p = = i /(i) b-0.03

(2) Expected risk premium=6, 000%60%=3, 600
2, 705=3, 600%[G((150k + Lim)/5M) - G(150k/5M)]
G(150/5000)=G(0. 03)=(1-0.0370.03)/(1-0. 03)=0. 103
G((150k + Lim)/5M)=2, 705/3, 600+0. 103=0. 854=(1-0. 03"x)/(1-0. 03)
1-0. 854*0. 97=0. 03"x=0. 171
X=0. 503=(150k+Lim)/5M
Limit=2, 365, 000(2, 365, 769)



2017 G6 % %% 3% =

Q3 (5 4)
TRLERAMHRREA TG FAEA LG
FAEHRE | RBIHFAF | REFLABI
0-509% 449 6%
50%-75% 67% 6494
759%-100% 86% 2296
>1009 109% 89

B (Bt A $EANIE A A3 75963 10092 FF chdf 4 #-k % 809
Lkt A B A AT A F o (2.5 4)
B A AT AR LTI L S 0 (2.5 4)

(D&

@4

[%+2%]
(1) Expected Gross Loss
Ratio=(6%)(44%)+(64%)(67%)+(22%) (86%)+(8%)(109%)= T73. 16%

(2) Expected LR net of
corridor=(6%)(44%)+(64%)(67%)+(22%)(77. 2%)+(8%)(89%)= 69. 624%

> T 2%=T15%+(20%) (86%—75%)
> 89. 0%=75%+(20%)(100%-75%)+(109%-100%)



2017 G6 % %% 3% =

Q4 (54 )
FMEGAERE G AR FFLAEIFLAESRL  RFG A B tERET X
iR AeT

i A t=0 t=1 t=2 t=3
0.05 45000 45500 44000 43000
0.10 46000 43500 44000 35000
0. 20 23000 19500 16300 13500
&3t 114000 108500 104300 91500
;ﬁ—;l'— iz whether the variation of an individual insured’s chance for an accident changes
over time °
[%43%)
(D ) (3) 4) (5)
# Claim
free n or | Expected Relative
n more years| Claims Frequency | Frequency Z
3 91500 8350 0.0913 0. 9499 0. 0501
2 195800 18210 0. 0930 0. 9681 0.0319
| 304300 28735 0. 0944 0. 9830 0.0170
TOTAL 418300 40185 0.0961 1.0000 0. 0000

Expected claims:

t=3: 43,000 x 0.05 + 35,000 x 0.10 + 13,500 x 0.20 = 8, 350
t=2: 44,000 x 0.05 + 44,000 x 0.10 + 16,300 x 0.20 = 9, 860
t=1: 45,500 x 0.05 + 43,500 x 0.10 + 19,500 x 0.20 = 10, 525
t=0: 45,000 x 0.05 + 46,000 x 0.10 + 23,000 x 0.20 = 11,450

(3) = (2)/(1)
(4) = (3)/(3)Total
BG)=1- M

[f the variation of an insured’ s chance for an accident is not
changing over time, then the 3-year credibility/l-year credibility

4
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will be approximately equal to 3 and the 2-year credibility/l-year
credibility will be approximately equal to 2.

3+ year Z / 1+ year Z = 0.0501/ 0.0170 = 2.94

2+ year Z / 1+ year Z = 0.0319 / 0.0170 = 1.87

The ratios are approximately 3 and 2; the chance for accident is
stable.
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Q5 (6 )
EHEFRY GLM ~ 472 ' g TA:
(DF 44T 7155 5 » GLM A 7% N F g L0 (34)
a. Limit of liability.
b. Number of coverage changes during the current policy period.
c. ZIP code of the garaging location of the automobile,
(2)# & §¥ modeling pure premium with a log-link function and a Tweedie error
distribution (1<p<2) ° F#if? 2 70 F $+#-p f g5 » S 0312324 - (1.5 4)
()% #-p f 3y » GLM 3] 7 B #3% % > gre b 2p f3f ™ 2 1
Wl E 2 p fRE ko g o 2t GLM HCA Y o (1.5 A7)

[5+4i2%]

Sample Responses for [a]

¢ Including limit of liability in the GLLM can lead to counterintuitive results such as lower
relativity for higher limit due to correlation with other variables not included in the model.
* Including limit may give unexpected results like lower rate for more coverage due to
adverse or favorable selection.

Sample Responses for [b]

* The information will not be available for new business since we are building a GLM for
the prospective period.

* Number of coverage changes is likely to change from what it is in the current policy
period and thereafter year by year.

Sample Responses for [c]

* Too many ZIP codes to include it in the GLLM; using a spatial smoothing technique
would be more appropriate and include the determined value for ZIP code as an offset
term in the GLM.

* Sparse data creates credibility concerns and it will add too many degrees of freedom to
the model.

* There are too many ZIP codes to be used in a GLM. Furthermore, aggregating them
into groups will cause a great loss of information.

* Too many ZIP codes create too many parameters which will potentially lead to

overfitting

@
*Deductibles should lower frequency (small losses below deductible not reported) but

increase severity (since claims that do get reported are higher average cost). This violates

6
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the assumption for Tweedie that variables move frequency and severity in the same
direction.

* Deductible factors may produce higher relativities at higher deductibles due to factors
other than pure losses elimination:

1. Insureds at high loss potential and high premiums may elect high deductibles to reduce
premium 2. Underwriters may force high deductibles on high risks

* Deductible factors are likely correlated with other factors outside of the model and may
give non intuitive results like paying more for less coverage; for example because

underwriters force high risk insureds to purchase higher deductibles.

©)
*The deductible relativities can be calculated using a mix of experience and exposure
rating and then included in the GLM model as an offset.

* Determine deductibles relativities by means loss elimination calculation with historical
data [i.e., portion of loss not paid because of deductible E(x;d)/E(x)]. Include the
relativities as an offset term in the GLM.

* Deductible relativities should be determined based purely of loss elimination, outside of
the GLM model. Then they should be included as offset factors in the log-link function as

+In(relativity).
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Q6 (4.5 %)
-1"}3: FFb e B F&&XF“V FE’E‘|IT§L“§$_£‘;}§,<?,§_# J'Fa;l D BN N o £
ﬁﬁ®WM$Mmﬁwf%&,mﬁﬂ%l&\ﬁ%%gﬁﬁﬂkméié
,(dlfferent industry groups) ¥ - %4 B EF % * A B A % F)3 (industry factors) #-%
P 2% (businesstypes)4 #g 1 # ¥ 4 # (industry groups) -

(1)Describe a benefit that a principal components method would have over a
generalized linear model for determining the industry factors. (1.5% )

(2)Briefly describe the major steps in using a cluster analysis to group the industry
factors. (1.5 #)

(3)Describe two test statistics that could be used to determine the optimal number of
groups from the cluster analysis. Identify which statistic would be preferred when
variables are correlated.(1. 5 4 )

(5472%)
(D

A principal components analysis will identify which variables are most

\>

predictive of the variance between businesses, allowing any other
highly correlated variables to be removed, resulting in a simpler
model.

(2)

1. Select the number of clusters.

11. Provide some initial assignment of businesses to clusters.
iii. Compute the centroid (the average industry factor) of each
cluster.

iv. Calculate the distance from each business to each cluster (i.e.,
the difference in the industry factor).

v. For each business, assign the business to the cluster with the
closest centroid (the closest industry rating factor).

vi. Repeat steps (iii) and later if any businesses moved to a
different cluster.

(3)
1. The Calinski and Harabasz statistic: measures the between varaince
of the clusters divided by the within variance.

8
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ii. The Cubic Clustering Criterion (CCC) statistic: Compares the
variance explained by a given set of clusters to that expected when
clusters are formed at random based on the multi-dimensional uniform
distribution.

The CCC test statistic is less reliable when variables are correlated,
so the Calinski and Harabasz statistic would be preferred.
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Q7 (4 »)
FHE AR B T 7 = fiexperience rating plansie . & o & - B PlangtipiE e
B2 P2 b PB4 97T

Plan 1
Risk Number Predicted Modification Factor Error
1 1.25 30%
2 1.25 30%
3 0.75 20%
4 0.75 20%
Plan 2
Risk Number Predicted Modification Factor Error
5 1.25 20%
6 1.25 -20%
7 0.75 15%
8 0.75 -15%
Plan 3
Risk Number Predicted Modification Factor Error
9 1.25 8%
10 1.1 5%
11 0.9 -5%
12 0.75 -8%

#4 5 & g5 Meyers/Dorweiler criterion and % least squared error criterion ;- 2 i ziLp
= —‘Ff % B 1 2_experience rating plan -

[%4i*%]

The least squared error criterion would choose the plan with the smallest sum of the
squared errors. Based on the given errors for each plan, Plan 3 will best satisfy this
criterion.

The Meyers/Dorweiler criterion would choose the plan with no correlation between the
modification factors and the errors. Plan 1 has larger errors that correspond with larger
modification factors, so there is a correlation. Plan 3 has positive errors for larger
modification factors and negative errors for smaller modification factors, so again there
is a correlation. Plan 2 exhibits no correlation between errors and modification factors,

10
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so Plan 2 will best satisfy this criterion.

11
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Q8 (5.5 )

FHEART AT -AAT 2 RGP R BV RIS RARERSE
Benw RN MR AR BAgsk TR A L Testdataz Holdout sample it 3+ & 3% =
% ehQuintile test 2 % 40T £ o

Prediction Prediction Prediction

Based on Based on Based on

Holdout Countrywide Raw Test Credibility

Quintile Relativity Average Data Procedure
1 0.50 1.00 0.30 0.85
2 0.80 1.00 0.40 0.90
3 0.90 1.00 0.80 0.95
4 1.20 1.00 1.40 1.05
5 1.50 1.00 2.00 1.15
Mean 1.00 1.00 1.00 1.00
SSE 0.655 0.550 0.425

(1337 holdout samplesap &7« (1.54 )

(2) Bk & 4 R A B 2007~2016 F cdp & 47 5 Tl > Sk - fAy oy iE
holdout sample =3 ;% - (1.54)

(33 s™fm e A7 2 B fp & K & 3% thic(state relativities) 2. 7 5 & » (1.54)

4 3 5 TR EEEY 2RISR "ﬁﬁ&t\ﬁ, O ko3t E V% B (state
relativities) - (1 #)

[%572%]

(1)A holdout sample is a split of the original dataset that was not
used to build the model and is instead used for testing the predictive
power of the model.

(2)An appropriate holdout sample would be to use the odd years of data
(i.e., 2007, 2009, 2011, 2013, and 2015). Then the even years would
be used to build the model. This will make sure both datasets are
equally impacted by seasonality or trends over time.

(3)For states with low frequency relativities, the new procedure
estimates state relativities that too high relative to the holdout

12
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data (e.g., 0.8 > 0.5), so the procedure gives too little
credibility to the raw data estimates (e.g., 0.3) and too much
credibility to the countrywide estimate (1.00). Similarly, for states
with high frequency relativities, the new procedure estimates state
relativities that too low relative to the holdout data (e.g., 1.15
< 1.50), so the procedure again gives too little credibility to the
raw data estimates (e.g., 2.00) and too much credibility to the
countrywide estimate (1.00). Therefore, the new procedure
consistently understates the credibility of the raw state relativity
data.

(4)Since the SSE when predicting holdout data using the credibility
procedure is lower than the SSE for the countrywide average (and the
raw data), the new credibility procedure will be more accurate and
should be used to predict state relativities.

13
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Q9 (8 #)
Bl E 3 200 B H o B w] i H PR Ak (aggregate losses) eA A 40T L
I E TN L MEE 1S
10,000 12
20,000 30
30,000 40
50,000 36
60,000 22
70,000 26
80,000 12
90,000 2
100,000 20

Friegpt g e

2,
=4

# Insurance charge ¢(r) ¢ TableM> H ¢ Entryratios

R E 05200 502 0.2 HEHEE -

[54i*%]
SRS = 10%12+20%30+...+100%20=50(K)
Number of Risks at
Risks at Risk+Total Higher Losses in

Entry Ratio Ratio Risks Ratios Next Layer Charge
0.00 0 0.000 1.000 0.200 1.000
0.20 12 0.060 0.940 0.188 0.800
0.40 30 0.150 0.790 0.158 0.612
0.60 40 0.200 0.590 0.118 0.454
0.80 0 0.000 0.590 0.118 0.336
1.00 36 0.180 0.410 0.082 0.218
1.20 22 0.110 0.300 0.060 0.136
1.40 26 0.130 0.170 0.034 0.076
1.60 12 0.060 0.110 0.022 0.042
1.80 2 0.010 0.100 0.020 0.020
2.00 20 0.100 0.000 0.000 0.000

14
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Q10 (3 )
i 35 Venter, “Experience Rating — Equity and Predictive Accuracy” » &F* $ * 5% 7

Fkens BARP RGP ?

—
\\?'gr
<l
=0
#
N

&g ]
3% ] (Safety incentive) :
YR A 2 BRI R AR HE 2R E A g R e
2 Fpip|#Fe it (Predictive accuracy) :
EHRPIAFLEF/AER L VIERARFLAER > 7Ry L RRTREE A B Y
S A F oA R e

15
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Q11(6 )
FAMIAED R EP P gp 2L ACATH IoR 5 B B 2R (straight deductible)2
%ﬁ FiEFET I 0 B fFE 5 830,000 FEehf Sk R et 5 oo
PR AL & 37 BBE FRAC Pl | RBRAETCE )
0 — 10,000 1,628 10,500
10,000 — 30,000 3,056 71,000
30,000 -50,000 1,015 43,500
50,000 — 100,000 878 73,500
> 100,000 268 45,550
5% B % ATERTF RE
EENE ﬁoi‘" RRE ) 65 S
A FRILpE 3 S
n & 15 2
i 3 2
— g 15 ki
F1l 2 2

[%4i2%]

= L.+ (N-n)p) / L
= (10,500+71,000+(1,015+878+268)*30)/(10,500+. .. +45,550)
=0.60

D = k(E-2) / (1-A-T-p)

= 0.6%(.65-.03) / (1-.15-.03-.02)
= 0.465

Ratesx = 1 - .465 = 0.535

16
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i% 3% Miccolis, “On the Theory of Increased Limits and Excess of Loss Pricing” >

;;7%—: 5.]?% )

2017 G6 % %% 3% =

% E &g E[g(x; K)] E[g(x; k)7
$ 300,000 50,000 4(109)
500,000 77,000 5(10%)
1,000,000 129,000 6(10%)

* AL

$300,000

e JF 445 % Poisson 4 fie

e A=10°

O F e i

(2) #4445 5 Binomial 4 fie » 3

(1.5 A)

[

\\\?{r

Yia%]

(1) 1(500,000) = (77000+104x5(10%)) / (50000+108x4(10%) = 1.55
1(1,000,000) = (129000+108x6(10%)) / (50000+10¥x4(10%) = 2.70

(2) # Ky Binomial dist.,

Var(y) = E(n) * Var(g(x)) + Var(n) * E(g(x))* < E(n) * E(g(x)*)

S > s R e -

17

W43t b 'k % £ (risk loading) 2. % i
5 F :‘; f/j,;%ﬁéc >

v
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Q13 (3 »)
Gillam and Snader | # 1 = B¥ 2 R & i i o A W EE N 2 2 F At

PP Z BAEE o

1) 0=Z=1

Credibility should not be less than zero and not greater than unity

(2) dZ/dE=0

Credibility should not decreases as the size of risk increases

(3) d(Z/E)/dE<0
As the size of risk increases, the percentage charge for a loss of a given size should

decrease

18
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Q14 (6 57)
Given the following pure premium information about a block of auto policies:

[V

EREIGEE L AEY M TR

Attachment Point Excess Losses as a Percent of Excess Losses

A BB Total per Exposure Unit
AR A BRI A P F | F ERE 2 QA

$0 100% 4,000
$25,000 75% 3,000
$100,000 50% 2,000
$500,000 35% 1,400
$1,000,000 10% 400
a. (1)
Calculate the pure premium for coverage from $500,000 to $1,000,000. Show
all work.
Fe B R R 5 $500,000 81,000,000 HdE & i i oo
b. @B4)
Given that $25,000 is the basic limit for a policy, calculate the four increased
limits factors for the policy limits of $25,000, $100,000, $500,000, and
$1,000,000. Show all work.
B3k 825,000 E A & T gE 0 3t B $25,000, $100,000, $500,000, £
$1,000,000 % %32 B *3p adc o
c. (@2#)
Do the increased limits factors calculated in part (b) above pass the consistency
test as described by Miccolis? Explain why or why not.
R (b)2 F 53 hdic} # & Miccolis eh— 3 MR8 231 it R 7] o
[(542%]
a. 1,400 - 400 = 1,000
b. 25,000 & %% (2 de= 1.00 (5 A*LFF)

"R 25, 000 s iy = 4,000 - 3,000 = 1,000

$100, 000 ® %%¢ 28k = (4,000 - 2,000) / 1,000 = 2.00
$500, 000 rSl E’f@: = (4,000 - 1,400) / 1,000 = 2.60
$1,000,000 & % =8 = (4,000 - 400) / 1,00 = 3.60

19
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37 3 9F Ak plzE
$25,000 | 1.00
$100,000 | 2.00 (2.00 - 1.00) / (100 - 25) -
0.0133
$500,000 | 2. 60 0.0015
$1,000,000 | 3.60 0. 002

AL - RILRGE > FIS B IR (R B LRI e A R
$500, 000 ¥I$1, 000, 000 £# " # + 0. 002 > $100, 000 £1$5000, 000 8 *% 4
40 0. 0015

20
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Q15 (7 »)

Using the following set of data for a group of large risks, determine whether the current
or proposed experience rating plan is better. Assume the risks are all of the same
premium size.

FI 0T AGEAR & A B FAL P R AR A 3 SR Y R4
Pk e (R 46 B R e i £)

Risk | Current Plan Manual Loss Current Plan Proposed Plan Proposed Plan
Mod Ratio Standarc_i Loss Mod Standarq Loss
Ratio Ratio
A 0.80 0.65 0. 86 0.85 0.90
B 0.85 0.70 0. 86 0.97 0. 80
C 0. 87 0.85 1.18 1.03 1.17
D 0.92 0.90 0. 80 0.72 0.95
E 0. 94 0.94 0.95 0.77 1.10
F 0.99 0.95 0.82 0.75 0.97
G 1.00 0.92 0.95 1.08 0.92
H 1.07 0.99 0. 96 1.08 0.97
[ 1.09 1.04 0.95 0.99 1.05
J 1.12 1.01 1.08 1. 30 1.13
[%4i2%]
Manual LR % 32dc 0.895
Manual LR &% £ #c 0.014905
F i34 Standard LR e 353k 0.941
.73+ % Standard LR % 2 #ic 0. 012469
Bt FoeFplidE Efficiency Test Statistic = (0.012469 / 0,837
0.014905)
#4x * 3+ 4 Standard LR 9T 3248k 0.996
B * -4 Standard LR e% B #c 0.011884
B EredpidE Efficiency Test Statistic = (0.011884 0. 797

/0.014905)

PR BRI SR gt g o B 0.797< 0,837, TR

it

21



2017 G6 % %% 3% =
Q16 (4 »)

The following information is available for a LDD policy:
T R LDD %8 ghEi e

i $1,200,000
Standard premium

ST N 0.80
Expected ultimate loss ratio

MR e A e F] S 1.1
State hazard group relativity

Bop AR $200,000
Deductible

R A TS 0.24
Excess loss factor

BAcdf & $772,800
Aggregate limit on deductible

T R 3% -H Table M ehF 3 ¢

Expected Loss Group Range Rounded Values
BRI A ey EX R i

30 $600,001 - $750,000
29 $750,001 - $925,000
28 $925,001 - $1,100,000
27 $1,100,001 - $1,300,000
26 $1,300,001 - $1,600,000
25 $1,600,001 - $1,950,000
24 $1,950,001 - $2,200,000

Expected Loss Group
WHIF AL ey

Entry
ratio

30 29 28 27 26 25 24

0.75| 0.4069| 0.3989] 0.3911| 0.3833] 0.3755| 0.3677, 0.3599

0.81] 0.3777] 0.3690, 0.3605| 0.3521] 0.3436] 0.3352| 0.3267

1.07 0.2764| 0.2661] 0.2557| 0.2453| 0.2349| 0.2245| 0.2141

1.15] 0.2522] 0.2417 0.2310f 0.2203] 0.2096] 0.1989| 0.1882

1.23) 0.2347| 0.2241] 0.2134] 0.2027] 0.1920, 0.1813| 0.1706

153 0.1690f 0.1583] 0.1476] 0.1369] 0.1261 0.1154| 0.1047

22
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7 * Insurance Charge Reflecting Loss Limitation (ICRLL):E A3+ % #f Z 4 & =

0.30)=1, 870, 629

ARG TR A4 A4 LG ¥ 25 e

TEH A2 2E4R 2 = ($1,200,000)(0.24) = $288, 000

TP A= ($1,200,000%0.80) - $288,000 = $672, 000

re= $772,800 / $672,000 = 1.15

1,15 A& (% 25 %) 3 insurance charge = 0.1989
oA A = $288,000 + (0.1989)($672,000) = $421, 661

23
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Q17 (5 »)
Let X represent the size of loss of a given claim. Assume the following average severities
for varying claim size ranges:

FXENFAL LI TEEX BT P RBF AT IS

Size of Loss Range Average Size of Loss
4 ETFF Fx aiT oK
X <=§1,000 $500
$1,000 < X <= $2,000 $1,500
X>$2,000 $4,000

The following information is also available:
3o ER

CNEES 500
Total number of claims in study
S TREE S $1,300
Overall average claim size
% > Gl 0.80
Safety factor

A f %881, 000 = loss elimination ratio 0.40
Tempered loss elimination ratio for a $1,000 straight
deductible

i ¥ p f %7 $2,000 7 loss elimination ratio - (Calculate the tempered loss

elimination ratio for a straight deductible of $2,000.)

37 *+$1, 000 Sk dc s A

5004+1000(500—A)
500%1300

F A=350
LA &3 401,000 $182, 000 hpz ks B

500%350+1500B+4000(500—-350—B)
500

1300=
F 4 B=50

24
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WA £HACE $1,000 S dcs 500 - 350 - 50 = 100

(500)(350)+(1500)(50)+(2,000)(100)_0 55
500%x1300 I

Tempered PLER at $1, 000= 0. 80x

25



2017 G6 % %% 3% =
Q18(6 » )

FTENTER SRS 1AW e RE R
® Excess loss pure premium factors are based on empirical data for losses and
ALAE up to $250,000 and a fitted curve for losses greater than $250,000
AZ3E ,_;,'_  F]F 2B 350 0 $250,000 12T A #F% S A eIl F‘rv;l 255
AL 0 $250,000 2 ¢ od dp A feif o AR FAE
Az p3 2k % $1,000,000 (attachment point)

[ ]
® & #{-rU%E (No aggregate limit)
AR & o] 2 bR B S R TR AT
FAER 1 5
$20,000 70%
100,000 14%
250,000 8%
500,000 5%
750,000 2%
1,000,000 1%
in?—i? w3 $500, 000
TR Y B A BT A fRIEpE Y g At 4%
— _E/L‘;‘;Fd’ # 6%
EE) 15%
i) 3%
1) 2%
® Empirical data has been truncated and shifted at $250,000 and normalized to a
unity mean.
5% T S £ P~ (truncated ) & T # (shifted) & $250, 000> & =28 i 3 4p e
T 358

® A mixed Exponential-Pareto curve has been fit to the resulting mean residual

lives as described by the following parameters:
# * Exponential-Pareto & % % fieif » $#che™

& fe Pareto Exponential
Cumulative Function 1+ (1+ g)—s 1—e /¢
Mean LR C
s—1
Vari S - c?
ariance oD
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Excess Ratio (1-%%)1‘5 e~x/¢
Mean Residual Life %;f C
Shape 4.0 n/a
Scale 12.0 0.8
Weight 0. 050 0.950
?‘;F F 2 iRH 2 f/’p"?a;'df °
[%5i2%]

[

E[A] = (20k)(0.70) + (100k)(0.14) + (250k)(0.08) + (500k)(0.05) +
(750k)(0.02) + (IM)(0.01) = 98k

250kr4 F 2 sp 84 4 (Exp Loss above 250k) = (500k - 250k)(0.05) +
(750k - 250k)(0.02) + (IM - 250k)(0.01) = 30k

4 £ A28 250k pF 3 P 45 4 (Exp Loss above 250k conditional on a loss
being above 250k) = 30k / (0.05 + 0.02 + 0.01) = 375k

W A fesf cEntry ratio(Entry ratio for fitted curve )= (IM - 250k) /
375k = 2

RCIM) = Rgqara(250k) X Rpip(2)

Raata(250k) = 30k / 98k = 0.306

Paretos fie enT 358 = 12/(4-1) = 4

Exponential 4 fie - 358c= (. 8

Rpareto(2) = (1 + 2/12)=% = (. 6297

Rexponential(2) = /08 =0 0821

)(0.6297)+(0.95)(0.8)(0.0821)
(0.05)(4)+(0.95)(0.8) B

0.1962

.05
Ry (2)=020¢

RCIM) = 0.306 x 0.1962 = 0.0601

757757 _(98,000)(0.0601) (1+4%)+(6%)(500,000) _ $45. 157

1-15%-3%—2%

27



2017 G6 % %% 3% =

Q1933 »)
S M EL TS I S P R )
a. (14)
RGP A UEE B R Y U4 € i@ & charges £ fr (overlap)
b. (14)
Explain how the overlap is handle differently when using Table M versus Table
L.
###F Table M &2 Table L f a2 & fp (overlap) s4p £ e o
c. (I~)
SAF AT g a0 B R A U 5 $100,000 0 R Rk
Table M :# &_Table L %35 charges » 3#& 1% BLd o
(53 i2%]
a.

Draw a Lee Diagram labeling unlimited loss curve, limited loss
curve, entry ratio at max premium, and indicating where the
charges overlap.

TRABE AL U A W R R UFE A W M B R dentry
ratio¥? ¥ 4 the charges overlap

4 4 "L echarges = A+C

B % % F *Lif chcharges = AtB

Overlap=A
3
25
2
2 %
cg‘ 1.5

Charge for loss limit=A+ C
Charge for maximum premium = A+B
Overlap=A

0.5

Cumulative Distribution Function

e Unlimited Losses — emmmmm|imited Losses rg at max premium
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When there is an occurrence limit as well as an aggregate limit,
the occurrence limit makes it less likely that the aggregate
limit will be hit. Thus, the charge for the aggregate limit
should be reduced, otherwise there will be overlap.
BEFRIURERP A URN G AP S R U MR EARE R
AR F o AT AR L "UgE ehcharge & " M 0 7 2R € i3 S overlap e

i **Table M(iE-)
Adjust expected loss to a larger size to approximate a
limited table M
DFEAAE 2 IE I L o kiT g g aTable M

« It uses the AEL procedure to make aggregate loss distribution
less skewed approximating the overlap correction
HF* AELAZ R 1@ SLERAF £ o 5 & o F MR i 3T ivoverlapeig & oo

« Uses the ICRLL procedure to shift the curve to approximate a
limited loss curve
# % [CRLLAZ R Kk #% & o S PIIT 0230 5 PUFEedf & o & o

B >t Table L(iE- )

« Charges are calculated with both an occurrence and aggregate
limit
B RPFGE YR e R A YR eh T k3t ¥ Charges

« Builds tables for separate limits on capped losses
223 A UFE U -

B >t Table M(iz= )
« Based on countrywide data so more credible
Y RRTA T RS
« More easily updated for inflation by adjusting ELG table
ARELCA ¥ G B A [ iR 5
« More flexible for changing loss limits from year to year as
you do not need a separate table for each limit
$1ovE E e 4 YRGBl 7 FREBUFRL G - E A
Table L is built using California taxes so not appropriate
for use in other states
Table L * 4c WV en 4@ iF » 2 3§ &% fow]H
B >t Table L
Table L provides more accurate estimation for the insurance
charge
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Table L¥tinsurance charge iz 3t # 2 5%

Since there is a fixed loss limit there is not a need for a
large number of tables to accommodate changing limits

FH P B A Y 0 T F R YR IFRS R A o
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Q20 (6 »)
FOPREREFMKRHFIFEORP IS 2 FER RN 2T L A#HN (base
model) £ #7#-73| (new model) £ & & #edy

by A AL FHA)

Loglikelihood -1,500 -1,475

Deviance 1,000 950

Parameters 20 30

Data Points 2,000,000 2,000,000
a. (4%)

;fr?-% % #& #73] c7Akaike Information Criterion(AIC)¥£? Bayesian Information
Criterion (BIC) °
b. (14)
P AICE BICYR 3 20 o™ e 3870 B 53] G & g it
c. (1»)
FrE R AT R ATHOA D 2 o

-~
\\\?{r

Yia%]

o

Sample 1

AIC = -2LL + 2p

BIC = -2LL + plog(n)

Base Model:

AIC = -2(-1500) + 2(20) =3020

BIC = -2(-1500) + 201log(2M) = 3126

New Model:

AIC = -2(-1475) + 2(30) = 3010

BIC = -2(-1475) + 30log(2M) = 3139

Sample 2

AIC Base = -2(-1500) + 2(20) =3020

AIC New = -2(-1475) + 2(30) = 3010

BIC Base = -2(-1500) + 201n(2, 000, 000) =3290
BIC New = -2(1475) + 301n(2, 000, 000) = 3385
Sample 3

AIC = D+2p

AIC Base = 1000 + 2(20) = 1040

AIC New = 950 + 2(30) =1010

BIC = D + pln(n)
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BIC Base = 1000 + 201n(2, 000, 000) =1290
BIC New = 950+ 301n(2, 000, 000) = 1385
Sample 4

AIC = Deviance + 2p

AIC Base = 1000 + 2(20) = 1040

AIC New = 950 + 2(30) =1010

BIC = Deviance + plog(n)

BIC Base = 1000 + 20x log(2,000,000) = 1126
BIC New =950+ 30 x log(2,000,000) = 1139

b, (z-)
® FlEhixd > i * BIC7E € t1n(data points) B 5 » sk
AIC -

® AICHE & > Fla Gl ¥ kg« 74 & BICana B £ ik
RS = S HESE R R PEVS RS et
c. (iZ-)
® v o FIRTHCA| AICK M (FTHEA BICK B 0 & £ AICE 4
T s )
® BIC New > BIC Base. 73] BICH & » &7 & 34k * 472
® FiHAlPAICE 7 A M- 2o (e ERTHCA OBICHK B o w2 2Rk * AT
)
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